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Abstract: This article reports on a scoping review of the literature exploring the alignment between 
behavioral and linguistic units in L1 and L2 writing. Behavioral units in writing were assessed 
using keystroke logging measures of pauses, bursts, and revisions. Linguistic units were 
operationalized based on lexical and syntactic definitions from the literature. Nine empirical 
studies met the inclusion criteria. Most of these studies focused on L1 English writing by adult 
participants, although some explored other first languages, such as German, Dutch, and French. 
The identified L2 studies focused exclusively on English. Due to the limited number and high 
heterogeneity of the studies, no definitive conclusions can be drawn. However, meaningful links 
between behavioral and linguistic units were detected. In addition to confirming some previously 
known phenomena, the studies provided new evidence on online processing during pauses, 
revealed certain idiosyncrasies in L1 versus L2 writing cognition, and offered new insights into the 
nature of revision. We provide a critical interpretation of the results, propose new research 
directions, and recommend solutions. 
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The advent of keystroke logging technology has promised a significant breakthrough in 
the study of writing. This technology offers the possibility of providing an objective and 
unobtrusive real-time record of the unfolding writing process, measured by various 

indicators such as pauses, bursts, and revisions (Beinhorn & Hollenstein, 2023; Leijten 
& Van Waes, 2013); Vandermeulen et al., 2020). However, merely registering writing 
behaviors is insufficient to interpret the underlying cognition. To gain deeper insights, it 

is essential to establish a meaningful relationship between the behavioral units 
measured by keystroke logging and linguistic units. This scoping review aims to assess 
the current knowledge on this issue by analyzing available publications. 

First, we briefly describe behavioral units, expressed in terms of pauses, bursts, and 
revisions, and discuss the challenge of aligning keystroke measures with specific writing 
processes. Next, we define the most common linguistic units and describe their 

connection with textual complexity. Finally, we present the results of our scoping 
review, discuss implications, and provide suggestions for future research. 

1. Behavioral units 

Investigating the temporal dynamics of writing primarily requires studying pauses and 
execution periods (Olive, 2010). Accordingly, keystroke logging measures of pauses, 
bursts, and revisions have been considered to be the primary behavioral indicators 
associated with underlying writing cognition. In what follows, we provide definitions 
and relevant empirical findings about the behavioral units operationalized in terms of 
the above-mentioned measures. 

1.1 Pauses 

In Wengelin’s (2006) definition, a writing pause is a “transition time between two 

keystrokes, which is longer than what can be expected to be necessary for the time 
needed to merely find the next key” (p.111). The importance of pauses in writing is 
hard to underestimate. According to Alamargot et al. (2007), “pausing can occupy up to 

60 or 70% of total composition time” (p. 13), thus representing an integral part of 
writing. Although writers can pause for different reasons (e.g., a simple distraction can 
cause a disruption in composing), pauses are considered indicative of both micro- and 

macro-level mental activities. In terms of measurement, the important aspects of pauses 
are their length, frequency, location, and distribution. 

Regarding length, longer pauses have been related to macro operations, such as 

paragraph organization, or to more cognitively demanding operations, such as text 
revision (Olive & Kellogg, 2002). Conversely, shorter pauses are typically associated 
with motor-related issues or micro-level processes, such as lexico-grammatical choices. 

Pause duration has also been shown to increase with grammatical unit level, with the 
longest pauses typically found between paragraphs, followed by sentences, word units, 
individual words, and parts of words (Schilperoord, 2001). This pattern for pause length 

is believed to indicate different levels of processing at different discourse boundaries 
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(Chanquoy et al., 1996). Pause location is also considered meaningful. For example, 
pauses between sentence boundaries are related to global text planning, while within-
word pauses are associated with typing skills (Van Waes et al., 2021). 

The most commonly accepted temporal threshold for a writing pause is 2 seconds 
(Wengelin, 2006). However, some scholars have questioned the appropriateness of this 
threshold, highlighting the potential moderating effects of external and internal factors 

on pauses (Van Waes et al., 2012). For example, pauses can vary depending on task 
characteristics (Schilperoord, 1996) or the mode of production (pen versus keyboard) 
(Van Waes & Schellens, 2003). Personal characteristics, such as typing skill (Barkaoui, 

2016), writing expertise (Chukharev-Hudilainen et al., 2019), language proficiency 
(Ivaska et al., 2025, this issue; Thorson, 2000), or dyslexia (Sumner et al., 2013) can 
also influence pausing behavior. 

1.2 Bursts 

A burst represents a continuous production of text between interruptions (Baaijen & 
Galbraith, 2018; Feltgen & Lefeuvre, 2025, this issue). Bursts can occupy up to 50% of 
writing time. The early study by Kaufer et al. (1986) was the first to identify bursts, 
showing that adult L1 writers composed text in approximately nine-word segments 
separated by pauses. Primary measures related to bursts include their type, number, and 
length (Baaijen et al., 2012). The literature identifies various burst types, including p-
bursts, defined as uninterrupted writing units delineated by pauses of a predefined 
length (e.g., 2 seconds); r-bursts, which are writing units bound by revisions (Hayes & 
Chenoweth, 2006; Kaufer et al., 1986); s-bursts, representing writing production 
interrupted by a transition to an external source (Leijten et al., 2014); and recently, 
Baaijen and Galbraith (2018) identified i-bursts, which start with a mouse or arrow key 
movement away from the leading edge, followed by text production. 

Another important characteristic of a burst is its length, which is believed to be 
indicative of language production skills. Chenoweth and Hayes (2003) related burst 
length to the translating process, which gives prelinguistic ideas their corresponding 
linguistic form. With higher language and writing proficiency, there is more mental 
space for the translating process, allowing writers to activate various processes 
simultaneously, produce longer bursts, and increase textual quality (Alves et al., 2016). 
Burst length has been found to be constrained by typing skills (Alves et al., 2007). It has 
also been shown that with sufficient automatization of typing, higher-order processes of 
planning or revision can be activated simultaneously with translation during burst 
production (Olive, 2014). Empirical studies have shown that learners with special needs 
produce shorter bursts (Connelly et al., 2012) and that L1 writers tend to produce 
longer bursts than L2 writers (Chenoweth & Hayes, 2001). 



 
VASYLETS & MARIN  LINGUISTIC AND BEHAVIORAL ALIGNMENT IN WRITING |  378 

 

1.3 Revision 

Revision, defined as “making any changes at any point in the writing process” 
(Fitzgerald, 1987, p.484), is commonly regarded as a central part of writing. Revision 
can refer to both the product and process of writing, and can be either external 

(revision of the produced text) or internal (changes in the writer’s mind). It can apply to 
different areas (spelling, lexico-grammatical choices, content) and can occur linearly or 
recursively at different stages of composing (draft, final version) (Allal & Chanquoy, 

2004). Proficient revision is conceptualized as a problem-solving, cognitively costly, 
and strategic activity (Allal et al., 2004), and is considered indicative of writing 
development, with skilled writers revising more effectively than novices (Hayes et al., 

1987). Other factors that can influence revision behaviors include writers’ familiarity 
with the genre/topic or reading ability (McCutchen et al., 1994). For efficient revision, 
an interplay between linguistic and contextual knowledge is vital (Chanquoy, 2001), 

and the quality of revision is defined by how well writers adapt their text to their goals 
(Flower et al., 1986). 

Primary keystroke measures related to revisions are defined in terms of revision 

operations (deletion, insertion), the level of revision (word, phrase, sentence), or spatial 
location (revision at the leading edge of the text, away from the leading edge) (Lindgren 
& Sullivan, 2006). It is worth noting that the operationalization of revisions tends to 
vary across studies. For instance, in Van Waes et al. (2014), revision was defined in 
terms of backspaces and delete keys, while insertions were ignored. Conversely, Conijn 
et al. (2021) included both deletions and insertions. Similarly, Eklundh and Kollberg 
(2003) provided an overview of the spatial and temporal locations of all insertions and 
deletions to analyze revision. 

In conclusion, the behavioral units operationalized in terms of pauses, bursts, and 
revisions have proven to be promising in understanding the cognitive activities 
underlying writing. However, interpreting these measures is challenging due to various 
factors, including, inter alia, the moderating roles of contextual and individual 
differences. In the following section, we delve deeper into the problem of aligning 
keystroke measures with specific cognitive processes. 

1.4 The challenge of measure-process alignment 

As mentioned previously, the interpretation of behavioral units is not straightforward 

(Schilperoord, 2001). In speech, pauses are typically considered a direct reflection of 
planning, but pauses in writing are more complex. Because writing is slower and leaves 
a visible trace, pauses during composing may reflect not only planning but also 

revision. Additionally, a combination of various processes can take place during a 
pause (Olive, 2010). Bursts, typically associated with linguistic formulation, can also 
indicate an attempt at text improvement, classifiable as revision. Measures of revision 

(e.g., deletions, insertions) may reflect semi-automatic error correction (low-order 
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revision) or a strategic and purposeful attempt to modify/improve content (high-order 
revision). 

Several authors have highlighted the challenge of aligning behavioral measures with 

specific writing processes and offered various solutions (Baaijen et al., 2012; Chenu et 
al., 2014; Galbraith & Baaijen, 2019; Wengelin et al., 2019). For example, Chenu et al. 
(2014) emphasized refining pause thresholds to distinguish between higher-order 

mental processes and lower-order graphomotor processes. Baaijen et al. (2012) 
proposed sorting the keystroke log into activities corresponding to global models of 
writing (Hayes, 2009), such as global planning, drafting, or post-drafting revision. This 

approach isolated pretext planning processes and distinguished between while-writing 
and post-draft revisions. Additionally, they suggested refining measures of pauses, 
bursts, and revisions, including a more detailed classification of bursts based on how 

they are initiated and terminated. Baaijen et al. (2012) found that writers who paused 
longer at sentence boundaries produced shorter but more well-formed bursts. Based on 
these findings, Galbraith and Baaijen (2019) argued that the key feature of a burst 

during extended composing is its cleanliness of production. 
Wengelin et al. (2019) proposed a different set of procedures to improve behavior-

cognition alignment. They advocated for a multi-method approach, such as the triple 

task (Olive et al., 2002), and triangulating keystroke data with eye-tracking data 
(Wengelin et al., 2009) or data from self-report instruments (Sala-Bubaré et al., 2021). 
Importantly, Wengelin et al. (2019) noted that while self-report methods could be 

useful for investigating revision processes, their use for investigating pauses was 
questionable. For example, think-aloud protocols could cause reactivity by inducing 
writers to pause longer and more frequently. 

In sum, while the alignment of writing behaviors and processes is undeniably 
challenging, the issue is not unresolvable, and different sets of procedures have been 
used, including data triangulation. Another promising solution could lie in the 

alignment of behavioral units and linguistic units. In the following section, we provide 
definitions and empirical findings for the main linguistic units and establish their 
connection with the complexity of the produced text. 

1.5 Linguistic units: Definition and types 

Words are considered the basic linguistic unit (Biber et al., 1999). In written discourse, 
the relevant construct is an orthographic word, which can be defined as a written 
sequence delineated by white spaces at each end but without spaces in the middle.  
In addition to individual words, there are multiple classes of multi-word units, 
including lexical bundles, collocations, and repeated segments. Lexical bundles, 
defined as frequently recurring sequences of words in a register (e.g., I don’t know if; I 
just wanted to), are identified based on their rate of occurrence and distribution across 
texts (Biber & Barbieri, 2007). To qualify as a lexical bundle, a multi-word sequence 
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must be extremely common, must be used in multiple texts, and must not be idiomatic 
in meaning or represent an idiosyncratic use of a particular speaker or writer. 

Collocations, which represent a different type of multi-word unit, do not have one 

simple and precise definition (Nation, 2001). Collocations are commonly defined as 
habitually occurring lexical combinations characterized by restricted co-occurrence of 
elements and relative transparency of meaning (Laufer & Waldman, 2011). Another 

common type of multi-word unit is repeated segments, defined as strings of at least two 
graphical units that occur together at least twice in a text or corpus (Lafon & Salem, 
1983; Olive & Cislaru, 2015). Repeated segments represent discourse routines typical 

in a particular type of discourse and can commonly be found in professional discourse. 
Repeated segments lend themselves to both grammatical and semantic analysis (Cislaru 
et al., 2013). 

Linguistic units can also be identified from the perspective of grammar. In this 
tradition, clauses, phrases, T-units, and sentences represent the central units in written 
discourse (Biber et al., 1999; Hunt, 1976). A clause is a unit structured around a verb 

phrase. A clause can be embedded within a larger structure, with the superordinate 
clause termed the main clause and the embedded clause termed the dependent clause. 
Another central discourse unit is a phrase. There are several major phrase types, each 

with a lexical word as the head and a number of accompanying elements. The main 
types of phrases are noun phrases, verb phrases, adjective phrases, and adverb phrases 
(Biber et al., 1999). The T-unit, defined as “one main clause plus whatever subordinate 

clauses happen to be attached or embedded within it” (Hunt, 1966, p. 735), was 
originally designed to assess L1 development in children. The T-unit has been widely 
used in the analysis of both L1 and L2 written discourse. 

Finally, in grammatical tradition, sentences are regarded as the maximal syntactic 
units of language (see Ulasik et al., 2025, this issue). In written discourse, however, 
sentences can be identified rather straightforwardly by applying graphic and syntactic 

criteria. Graphically, a sentence can be identified by relying on the final punctuation 
mark (e.g., a full stop). Syntactically, a sentence is structurally autonomous: it is linked 
to the surrounding context merely by discursive relations, with the elements within the 

sentence being related to one another by morphosyntactic rules (Biber et al., 1999). 
Another unit of discourse is the idea unit, defined by Chafe (1985) as a “spurt of 

discourse” (p. 106), which verbalizes the information active in the speaker’s mind at its 

onset. Use of this discourse unit would allow to gauge the dimension of propositional 
complexity which refers to the amount of information (expressed as the number of idea 
units) which a speaker or writer encodes to convey the intended message (Ellis & 

Barkhuizen, 2005).  Although originally conceptualized as a unit of speech, Halliday 
(1985) and Chafe (1985) agreed that punctuation in written production reflects covert 
prosody and can be used as a cue to the boundaries of idea units. While theorists have 

primarily conceptualized this unit as phonological (Halliday, 1985), others have treated 
the idea unit as a semantic unit of planning and a unit of cognitive processing and 
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memory (Chafe, 1985). Chafe (1985) also posits that “some of the differences between 
written and spoken language can be understood only with reference to the notion of 
idea units” (p. 106). Online pressures can limit speakers, but the increased time and 

editability of writing allow the creation of “expanded idea units” (Chafe & Danielewicz, 
1987, p. 86). Halliday (1985) and Chafe (1985) also emphasized the close (but not 
fixed) association between the idea unit and the clause, suggesting that a prototypical 

idea unit would typically take the form of a clause. 
Importantly, the number and characteristics of linguistic units are crucial for 

assessing text complexity. According to typological linguistics, complexity can be 

defined by the number of linguistic units and the interconnections between them (Dahl, 
2004). Bulté and Housen (2014) summarize this idea with the following points: (1) 
more units indicate higher complexity (e.g., a text with more words or idea units is 

more complex); (2) longer linguistic units are more complex (e.g., greater word, clause, 
or idea length indicates higher complexity); (3) greater embedding (e.g., a higher 
subordination index) indicates higher complexity;  (4) more varied or diverse linguistic 

units indicate higher complexity of production; (5) more marked, infrequent, 
sophisticated, or later-acquired features indicate higher complexity. Empirical studies 
applying these assumptions have shown that more complex academic writing in L1 is 

characterized by a higher incidence of low-frequency words (McNamara et al., 2010), 
longer and less familiar words (Crossley et al., 2011), more specific words (McNamara 
et al., 2010), and a higher incidence of sophisticated phrases (Crossley et al., 2012). 

Similarly, more advanced L2 writing is characterized by higher lexical sophistication 
(Crossley, 2020; Crossley & McNamara, 2012), a greater range of lexical phrases (Kyle 
& Crossley, 2015), and longer and more varied syntactic structures (Lu, 2011; Ortega, 

2003). 
To conclude, assessing the number, type, and interrelationships of linguistic units 

provides direct cues to text complexity. By extension, establishing the relationships 

between linguistic and behavioral units can further illuminate the interpretation of 
cognitive signals captured through keystroke logging techniques. 

2. Method 

2.1 Review Design 

Aiming to take stock on the existent findings concerning the links between behavioral 

and linguistic units in written discourse, we conducted a scoping review. According to 
Munn et al. (2018), scoping reviews are useful to identify the available evidence in the 
field, clarify key concepts/definitions, examine design and methodology adopted by 

studies on a certain topic, and identify and analyze knowledge gaps, inter alia. 
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Search Procedures and Selection of Studies 
To identify relevant studies, we searched major databases in linguistics, psychology and 

education, including Educational Resources Information Center (ERIC), EBSCOhost, 
Linguistics and Language Behavior Abstracts (LLBA), PsycINFO, ScienceDirect, 
PsychArticles, ProQuest Dissertations. We also consulted search engines (Google 

Scholar and Google) and the websites of peer-reviewed journals with the orientation in 
L1 and L2 writing research, linguistics, psychology and education. Various 
combinations of the following key words were employed: keystroke logging, L1, L2, 
writing, text quality, complexity, accuracy, fluency (CAF) measures, alignment, 
behavioral units, linguistic units. References in primary studies, reviews and meta-
analysis on similar topics were also consulted to ensure a complete study selection. 

Inclusion criteria 
To filter the studies after the primary search, the following inclusion criteria were 

employed: 
1. Study must employ keystroke methodology. 
2. Study must focus on L1 or L2 writing, or on both. 

3. Study can include both healthy participants and/or participants with 
cognitive/learning disabilities. 

4. Study must explore a relationship between behavioral (keystroke) measures 

and discrete linguistic measures of written texts. 
5. Linguistic units must correspond to the lexical/syntactic units recognized in 

the literature (e.g., repeated segments, clauses, T-units, idea units, etc.).  

6. Linguist data for the analysis must come from a coherent text. 
7. Writing task can be produced under a variety of conditions, including 

laboratory, classroom or any kind of naturalistic condition. 

8. Writing task must be performed using a keyword (computer-based writing 
modality). 

9. Study must be a primary study published as an article in a peer-reviewed 

journal, book chapter in a volume from a prestigious editorial, PhD 
dissertation, conference proceedings, or a published report of a research 
project funded by a prestigious official body. 

10. Study must be published in English. 
11. Study must be published between 2000 and 2023. 

Exclusion criteria 
The exclusion criteria were as follows: 

1. Study does not report sufficient information on the way keystroke measures 

were defined. 
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2. Study does not report sufficient information on the way linguistic units were 
defined and assessed.  

3. Study does not report sufficient information on the participants. 

4. Study does not report sufficient information on the writing task or procedure. 
5. Study in which linguistic properties of the written text are gauged by means of 

holistic assessment, rather than employing discrete linguistic units. 

6. Linguistic data in the analysis come from discrete isolated units (e.g., 
unconnected individual sentences). 

7. Study published before 2000. 

Coding procedure 
A coding scheme was developed in order to systematically capture the characteristics 

of each study in the sample. The following broad categories of features were 
determined:  
1. Type of the publication (e.g., journal article, book chapter, etc.) 

2. Design (qualitative, quantitative, classroom-based, experimental, etc.). 
3. Study aim/focus. 
4. Type of writing (L1/L2) and target language. 

5. Participants. 
6. Procedure and writing task. 
7. Operatinalization of behavirol units. 

8. Definition/ measurement of linguistic units. 
9. Software to capture behavirol units. 
10. Analysis of linguistic units (tools, etc.). 

11. Main findings. 
The coding scheme underwent several rounds of revisions and was piloted before its 
applications.  

3. Results 

After applying the inclusion/exclusion criteria filters, nine studies were identified as 
meeting the goals of this scoping review. Table 1 presents information based on our 
main coding categories, including the study author(s) and type of publication (under the 

'study' column), study design, aim, number and type of participants, procedure and 
writing task(s), behavioral and linguistic data analysis, software used (under the 'data 
analysis' column), and the main results. The reviewed studies comprised three book 

chapters, three journal articles, two conference proceedings, and one research report. 
In terms of design, the majority of the studies (7 out of 9) were quantitative experiments 
conducted under laboratory conditions, while two publications (Kerz et al., 2020; 

Olive & Cislaru, 2015) were corpus-analysis studies using naturalistic data. While 
exploring the relationship between behavioral and linguistic units was the primary aim 
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in some studies (e.g., Kerz et al., 2020; Leijten et al., 2015, 2019; Olive & Cislaru, 
2015), others had additional goals, such as investigating the mediating effects of 
working memory in L2 writing of test-takers (Révész et al., 2017) or examining the 

relation between pauses, genre, and transcription fluency (Medimorec & Risko, 2017). 
Most publications focused on L1 writing, with L1 English being predominant (n=3 

studies). Other languages explored included L1 French (Olive & Cislaru 2015), L1 

Dutch (Leijten et al., 2015), and L1 German (Mahlow et al., 2024). Research also 
focused on L2 writing, exclusively targeting English. For example, Révész et al. (2017) 
explored L2 English writing by Chinese learners, while Kerz et al. (2020) analyzed L2 

English texts written by L1 German participants. Only one study (Leijten et al., 2019) 
contrasted L1 Dutch and L2 English writing. 

Regarding participants, most studies focused on young, healthy adults (university 

students). Mahlow et al. (2024) included a wider age range, with L1 German 
participants aged 32 to 64. Olive and Cislaru (2015) focused on adult professionals, 
analyzing reports written by six L1 French social workers of unspecified age. Only one 

study (Leijten et al., 2015) focused on elderly writers, comparing the L1 Dutch writing 
of a participant with dementia (79 years old) to that of a healthy match (81 years old). 
The number of participants in experimental studies varied widely, from large samples 

like n = 189 in Goodkind and Rosenberg (2015) and n=101 in Medimorec and Risko 
(2017) to smaller samples like n = 30 in Révész et al. (2017). Three studies declared 
themselves as exploratory and included small samples of n = 18 in Leijten et al. (2019), 

n = 7 in Mahlow et al. (2024), n = 2 in Bowen (2019), and n = 2 in Leijten et al. (2015). 
The type of writing, writing conditions in the lab, and the number of writing 

samples collected from each participant also varied. Some studies included less 

cognitively demanding tasks like knowledge-telling (Leijten et al., 2019) or video 
retelling (Mahlow et al., 2024), while others required participants to produce 
argumentative essays (Bowen, 2019), IELTS Academic writing tasks (Révész et al., 

2017), or both narrative and argumentative tasks (Medimorec & Risko, 2017). In some 
cases, the research focus determined the writing task type. For example, to factor out 
task complexity effects, Goodkind and Rosenberg (2015) used 10-12 prompts of varying 

cognitive load for each participant. Leijten et al. (2015) used picture description tasks 
typical in dementia studies. The two studies using naturalistic written data varied 
greatly in corpus size. Olive and Cislaru (2015) analyzed a small corpus of six reports 

by L1 French social workers, while Kerz et al. (2020) examined a large corpus of 3,454 
reflective learning journals by L1 German learners of L2 English. 

Regarding behavioral units, some studies focused exclusively on pauses 

(Medimorec & Risko, 2017) or revisions (Bowen, 2019). However, most studies 
operationalized behavioral units in multiple ways, focusing on both pauses and 
revisions (Kerz et al., 2020; Leijten et al., 2015) and also on bursts (Leijten et al., 2019; 

Olive & Cislaru, 2015). 
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There was considerable variation in the definition and measurement of linguistic units. 
The word was the central linguistic unit in most studies. Leijten et al. (2019) used part-
of-speech tagging and analyzed word length and frequency. Several studies (e.g., 

Révész et al., 2017; Medimorec & Risko, 2017; Kerz et al., 2020) included word 
diversity and sophistication in their analyses. Some focused exclusively on lexically 
defined units, such as repeated segments (Olive & Cislaru, 2015) or multiword units 

(Goodkind & Rosenberg, 2015). However, most studies considered both lexically and 
syntactically defined units (clauses, sentences) (Kerz et al., 2020; Medimorec & Risko, 
2017; Révész et al., 2017). Mahlow et al. (2024) introduced the concepts of version and 

transforming sequence in their exploratory study. They defined versions as points in the 
production history of a text (i.e., specific text-produced-so-far) and transforming 
sequences as the textual material combined with edit operations that constitute the 

difference between two adjacent versions. They also introduced text history and 
sentence histories as analytical concepts. 
In terms of software, Inputlog was most commonly used (Leijten et al., 2015, 2019), 

although some studies used other alternatives, such as Scriptlog (Mahlow et al., 2024). 
There was greater variation in the analysis of linguistic units. While some studies used 
Inputlog’s affordances (Leijten, 2015, 2019), others (Goodkind & Rosenberg, 2015; 

Olive & Cislaru, 2015; Medimorec & Risko, 2017; Révész et al., 2017) employed 
alternative natural language processing tools (e.g., CohMetrix, Graesser et al., 2004). 

Due to the heterogeneous nature of the studies in terms of specific aims, 

participants, and writing tasks, there was significant variation in the results. However, 
some results confirmed findings from previous writing investigations. For example, 
Medimorec and Risko (2017) and Révész et al. (2017) reported a positive correlation 

between pause rate and linguistic unit size, with increased pause rates from smaller 
(word) to larger (sentence, paragraph) units. 

New evidence revealed a complex but meaningful pattern of relationships between 

behavioral and linguistic units. In addition to replicating the correlation between 
pauses and linguistic unit hierarchy, Medimorec and Risko (2017) showed that pauses 
in L1 writing were related to the hierarchy of linguistic units regardless of task genre or 

transcription skills. Specifically, word frequency decreased with increased pause rates 
at word boundaries, while pause rates at sentence boundaries had a marginally 
significant negative correlation with lexical diversity and a positive correlation with 

sentence length. Further findings about the relationship between pauses and lexical 
units in L1 writing come from Goodkind and Rosenberg (2015). They reported that 
pauses within multiword units varied depending on the task's cognitive demands, with 

longer pauses observed during the production of multiword units under greater 
cognitive demands. 

In L2 writing, Révész et al. (2017) found that more frequent pausing between lower 

textual units was linked to less sophisticated lexis, lower syntactic complexity, and 
lower IELTS scores. Higher-order revisions, however, predicted more sophisticated 
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lexis. These findings align with Kerz et al. (2020), who reported that more fluent 
production correlated with higher syntactic complexity. Revealing results from the L1-
L2 comparative study by Leijten et al. (2019) showed longer p-bursts, longer texts, and 

more fluent production in L1 Dutch compared to L2 English writing. There was higher 
variation in pause length before different word categories in L2 English, with longer 
pauses before nouns and conjunctions and shorter pauses before adjectives.  

Insights into the nature of professional L1 writing come from Olive and Cislaru 
(2015), who analyzed morphosyntactic and semantic aspects of bursts and repeated 
segments in social workers' reports. They found less than 3% convergence but 

identified a high proportion of noun-based constructions among repeated segments and 
bursts. This nominal dimension of professional discourse resonates with Bowen's (2019) 
finding that noun groups were the most frequently revised constituents in academic 

writing by L1 English university students. Finally, in the study with participants with 
dementia, Leijten et al. (2015) reported that the participant with dementia had longer 
pauses when producing nouns, verbs, and pronouns, used more adjectives, and 

exhibited less regular use of connectives. 

4. Discussion 

4.1 Interpretation of the research findings 

Despite the limited number of empirical studies, a discernible pattern of nuanced and 
meaningful relationships between behavioral and linguistic units in writing has 

emerged. The reviewed studies have replicated and extended several previously known 
phenomena, such as the boundary effect (i.e., increased pause duration with higher 
grammatical unit levels), longer p-bursts in more proficient writing, the complex nature 

of revision processes, and the nominal nature of academic discourse. 
Importantly, new insights have also been obtained. For example, findings by Leijten 

et al. (2015, 2019) highlighted the added value of linguistic diversification in between-

word pausing patterns, which adds depth to the interpretation of pausing. Their 
exploration of the links between behavioral units (pauses) and linguistic units (parts of 
speech) revealed differences in linguistic processing and writing cognition between 

healthy and cognitively impaired elderly writers. This suggests that behavioral-linguistic 
writing alignment could serve as a diagnostic tool for the onset and progression of 
cognitive decline. 

A fine-tuned analysis of pause-linguistic alignment has also led to new discoveries 
regarding online processing in L1 writing. By aligning pauses with different linguistic 
units (words, sentences, paragraphs), Medimorec and Risko (2017) found that pauses at 

various locations correspond to different psycholinguistic processes. Their study 
indicated that pauses at word boundaries are linked to online lexical processing, while 
pauses at sentence boundaries relate to syntactic processing. They emphasized the 
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benefit of examining pauses at different locations separately, rather than considering 
overall pause rates and durations across the text. 

Comparing behavioral-linguistic alignment in L1 versus L2 writing has yielded new 

insights into the nature of writing cognition in L1 and L2 writers. For example, Leijten et 
al. (2015) showed higher variation in pause length before different word categories in 
L2 English, suggesting a higher cognitive load in L2 writing. Medimorec and Risko 

(2017) found that increased pause rate in L1 writing was positively related to lexical 
sophistication and syntactic complexity. Conversely, Révész et al. (2017) found that in 
L2 writing, more frequent pausing predicted less sophisticated lexis, lower syntactic 

complexity, and lower overall writing task scores. These findings suggest that pausing 
time is invested differently in L1 versus L2 writing. For L1 writers, pauses may reflect 
cognitive effort in conceptualization and formulation, positively affecting text quality. 

This association between cognitive load and pausing behaviors was also empirically 
confirmed by Goodkind and Rosenberg (2015), who reported longer pauses during the 
production of multiword units under greater cognitive demands in L1 writing. For L2 

writers, pauses might indicate cognitive struggles, leading to lower linguistic quality. To 
gain further insights into the idiosyncrasies of L1 and L2 writing cognition, more studies 
with within-learner designs and reinforced methods (e.g., triangulation with eye-

tracking and/or stimulated recall) are needed. 
Additionally, insights were obtained regarding the nature of revision in writing. For 

instance, Révész et al. (2017) confirmed the value of revision in L2 writing, showing 

that higher-order revisions were related to higher textual quality. Studies on behavioral-
linguistic alignment have also demonstrated the potential of dynamically studying the 
revision process (Bowen, 2019; Mahlow et al., 2024). 

Despite these promising insights, high variation in study research foci, participants, 
tasks, measures, and analysis methods, as well as certain methodological limitations, 
restrict our interpretation of the significance of behavioral-linguistic alignment in 

writing cognition. In what follows, we provide a critical analysis of some of the 
limitations in previous studies and offer suggestions for future research. 

4.2 Suggestions for Future Research  

Enhancing research generalizability and replicability  
First, it is important to note the limited generalizability of previous research. Most 
available studies have predominantly focused on L1 English writing of young adults 
without cognitive impairment. Moreover, there is significant variability in the writing 
tasks used, ranging from less cognitively demanding picture descriptions to more 
challenging argumentative essays. 

To gain further insights, future research should diversify in several areas: type of 
writing (L1 or L2), language (including studies in languages other than English), 
participants (varying in age, cognitive abilities, writing expertise, level of L2 
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proficiency, etc.), and writing tasks (covering different genres and types of discourse, as 
well as different conditions such as writing under testing situations versus writing for 
pleasure - for some recent examples, see Kruse, 2024; Tian et al., 2024). A variety of 

study designs would also be beneficial. In addition to experimental cross-sectional 
laboratory-based studies, classroom-based research where writing tasks are performed 
under more ecologically valid conditions would be valuable. Longitudinal studies are 

also needed to track changes in the potentially dynamic relationship between writing 
behaviors and production over time. 

Increasing the generalizability of findings is crucial, but so is enhancing 

replicability. Recently, several authors have highlighted a lack of research replicability 
(Bohannon, 2015; Oberauer & Lewandowsky, 2019; Stroebe, 2016). The causes of the 
“replication crisis” are complex and multifactorial and are beyond the scope of this 

paper. However, methodological factors such as data collection, analysis, and reporting 
have been identified as central explanatory factors for the low rate of replication (Open 
Science Collaboration, 2012). 

To maximize the replicability of findings and resolve some current inconsistencies and 
debates, recent research in experimental psychology, particularly studies on word 
processing, has been characterized by the tendency to conduct mega-studies involving 

large corpora with thousands of participants (Keuleers & Balota, 2015). Although the 
methodology of these mega-studies cannot be easily applied to writing research, the 
idea of accumulating comparable data about keystroke patterns and their alignment 

with linguistic units is promising. The accumulation of large datasets could set a 
reliable benchmark for the interpretation of research outcomes. (For some recent 
examples of corpus studies, see, Hasund & Hasselgård, 2022; Miaschi et al., 2021). 

 Refining and expanding behavioral and linguistic measures 
Future research should strive for greater consistency in defining behavioral units. As 

Olive and Cislaru (2015) emphasized, focusing on bursts and repeated segments, “the 
notion of burst thus has to be fixed, and the ideal pause duration settled, before they 
can be assigned the status of psycholinguistic counterparts of formulaic language” (p. 

120). Similarly, Leijten et al. (2015) argue that the concept of pause requires further 
refinement, as it remains too broad even when subdivided into different levels (e.g., 
character, word, sentence) (see also Hall et al., 2022). Olive and Cislaru (2015) also 

highlight the benefit of more fine-grained semantic analysis of bursts and lexical units. 
Another point to consider is that current studies have explored only a limited range 

of linguistic units, primarily focusing on words (parts of speech), some types of lexical 
phrases (e.g., repeated segments or broadly defined multiword units), or sentences. 
Future research should broaden the scope of linguistic units to include, for example, 
idea units. As previously explained, idea units are primarily semantic discourse units 
traditionally linked to cognitive processing and memory. Exploring the alignment 
between behavioral measures and idea units could bring new insights into writing 
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cognition. Of importance, practical guidelines for segmenting written production into 
idea units are available (Vasylets, 2017). These guidelines define an idea unit as 
semantically integral (conveying a message that constitutes an indivisible block of 

meaningful information) and meaningful (making sense cognitively to both the 
speaker/writer and the listener/reader). Syntactically, an idea unit can be part of a 
clause, a clause (a prototypical idea unit), or a constituent of a larger syntactic 

construction, such as a T-unit or sentence. When there is a strong conceptual 
dependency between the main and subordinate clauses (e.g., restrictive relative clause), 
they form a single idea; with a loose conceptual relationship (e.g., adverbial clause in 

the initial position), the main and subordinate clauses represent separate ideas. Like 
repeated segments, idea units can be analyzed both semantically and grammatically. In 
terms of empirical findings, early research in L1 writing reported that ideas tend to be 

longer and more complex in written discourse compared to speech (Chafe & 
Danielewicz, 1987). More recent L2 studies have shown that writers and speakers 
complexify their discourse differently, with speakers producing more idea units and 

writers producing more complex ideas in the same task (Vasylets, 2017). Vasylets et al. 
(2017) also reported that more complex written tasks resulted in a higher incidence of 
complex ideas compared to simpler tasks. These advances in theory and empirical 

research make idea units a viable construct for further investigating linguistic-
behavioral alignment.  

Future studies should also incorporate analyses of textual quality and provide 

psycholinguistically justified explanations of their findings. As mentioned in the 
introduction (see the sub-section 1.5), the connection between the characteristics of 
linguistic units and discourse complexity is relatively straightforward and can be easily 

assessed. Information about textual quality would add an additional dimension to the 
findings and provide both theoretical and pedagogical implications. 

Accounting for moderating factors 
Another potential enhancement in the design of keylogging experiments could involve 
considering various external and internal factors that can moderate writing behaviors 

and performance. Among the external factors are the type of writing task (e.g., narrative 
versus argumentative), conditions (timed versus untimed writing, writing with or 
without sources), and writing topic or type of discourse (Berman & Verhoeven, 2002; 

Cahyono et al., 2024; Plakans & Gebril, 2013). 
Research has shown that several cognitive characteristics (such as working memory) 

and affective states (e.g., self-efficacy) are relevant in writing (Ahmadian & Vasylets, 
2021; Papi et al., 2022; Paul et al., 2021; Van Drie et al., 2021; Vasylets & Marín, 
2021). Writing anxiety is another emotional state whose effects on writing behaviors 
and production may be significant (Cheng et al., 1999). For instance, Horwitz et al. 
(1986) found that students with high levels of writing anxiety tended to write shorter 
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texts compared to their less anxious peers. This reduction in text length may affect 
pauses, bursts, or other behavioral measures obtained through keystroke logging. 

To our knowledge, individual writer differences have not been included as a 

potential mediating factor in studies exploring behavioral-linguistic alignment (but see 
Wirtz, 2025, this issue, for a notable exception). The current methodology of Linear 
Mixed Models (Baayen, 2008; Winter, 2016) offers the possibility of including 

individual writer differences as random or fixed factors, thus eliminating any possible 
noise from these variables. 

Comparison with handwriting 
The interpretation of measures from keystroke logging could benefit from study designs 
that include planned comparisons between pen-and-paper and computer-based writing 

modalities. Writing processes may be influenced and even contaminated by the 
idiosyncrasies of the writing instrument, as demonstrated for both young writers 
(Mangen & Balsvik, 2016) and adults (Bouriga & Olive, 2021; Christensen, 2004, 

2009). It has also been shown that writing modality can affect the allocation of 
cognitive resources during writing (Vasylets et al., 2022). Handwriting and typewriting 
may differ in their cognitive demands, influenced by factors such as familiarity with the 

particular writing modality (Vasylets & Marín, 2022). For example, Bouriga and Olive 
(2021) found that typewriting was more cognitively demanding for undergraduate 
students, which was attributed to their low typing skills. 

It is important to consider that effects consistent across modalities can be 
considered more reliable than those specific to one modality, due to potential task 
effects. To isolate the modality effect, future studies could investigate whether the 

patterns of pauses, bursts, or revisions change for the same participants performing the 
same task in different writing modalities. Any common patterns emerging from this 
planned comparison could be attributed to the central processes common to both 

writing modalities. Conversely, potential differences would reveal some idiosyncratic 
aspects of handwriting and typewriting. 

5. Conclusion 

The goal of this scoping review was to identify and analyze empirical studies exploring 

the alignment between behavioral units, as measured by keystroke logging, and 
linguistic units, operationalized in terms of discrete lexical and syntactic units (e.g., 
repeated segments, clauses). Our search revealed a limited number of studies on 

behavioral-linguistic alignment. Most of these studies focused on L1 writing by adult 
writers without cognitive impairments, predominantly in English, although some also 
investigated other languages such as German, Dutch, and French. The studies on L2 

writing focused exclusively on English. Due to the limited number and high 
heterogeneity of the studies, definitive conclusions cannot yet be drawn. However, 
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cumulative results clearly show a meaningful link between behavioral and linguistic 
units in writing. 

In addition to confirming some known phenomena, these studies have contributed 

new insights, such as evidence for different types of linguistic processing at various text 
boundaries and potential differences in writing cognition between L1 and L2. The 
studies also highlighted the potential of behavioral-linguistic alignment to illuminate 

the dynamic unfolding of complex writing cognition, such as revision. Moreover, this 
method shows promise for understanding both L1 and L2 writing in participants from 
the general population and those with special needs. 

Importantly, the small number of studies and methodological limitations, such as 
the small sample sizes and the exploratory nature of some investigations, preclude firm 
conclusions at this point. Nevertheless, we believe that the reviewed studies provide a 

strong foundation for future research. To enhance the replicability and generalizability 
of findings, future studies should incorporate several methodological improvements, 
such as refining outcome measures, using more sophisticated data analysis techniques, 

and controlling for confounding and moderating variables. 
This line of research is promising but challenging. The challenges arise from the 

interdisciplinary nature of this research, which requires the integration of writing 

studies, linguistics, and computer science, among other fields. However, this 
interdisciplinarity is also a strength, as it allows for a more holistic, innovative, and 
effective approach to addressing the complex and multilayered phenomenon of writing. 
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Appendix: Studies which explored linguistic and behavioral alignment in writing 
 

Study Design Aim Participants Procedure/task Data analysis Main results 

Olive & Cislaru 
(2015)                
book chapter 

Pluridisciplinary 
corpus-analysis 
study                     

Explore if bursts & 
repeated segments 
share common 

structural 
characteristics 

N=6 L1 French 
adults (social 
workers) 

Reports on children 
at risk 

*Morphosyntactic & semantic 
description of bursts & 
repeated segments  

*Pause analysis          *Inputlog 
(Leijten & van Waes, 2013) 
*NLP tool (Lardilleux et al. 

2013) 
 

*Less than 3% of bursts & 
repeated segments converged  
*The longest bursts consisted 

of complete syntactic 
structures, but they were rare  
*High proportion of noun-

phrases & syntactically 
unsatured strings in both bursts 
& repeated segments 

 

Leijten et al. 

(2015)               
book chapter 

 

 
 
  

Explorative 

quantitative case 
study  

Explore the potential 

of keystroke & 
linguistic analysis in 
the investigation of 

cognitive 
characteristics of  
people with 

Alzheimer’s disease 

N= 2 L1 Dutch: 

healthy female 
(81 y.old), 
female with 

dementia (79 y. 
old) 

N=2 picture 

description tasks in 
the lab 

*Pause analysis  

*Revisions            
*Product/process ratio 
*Linguistic text analysis 

*Inputlog 

Participant with dementia: 

longer pauses and more 
pausing overall; more pauses 
within words; longer pauses at 

production of nouns, verbs 
and pronouns; rare use of 
adjectives; less regular use of 

connectives; word-by-word 
production 
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Goodkind & 

Rosenberg (2015) 
conference 
proceedings 

Experimental 

study 

Explore the 

relationship between 
multiword untis & 
pauses as mediated 

by cognitive task 
complexity 
 

N=189 L1 

English students 
(42% female) 

N=10-12 writing 

tasks responding to 
prompts of varying 
cognitive load; no 

time limit; in the lab  

*Pause analysis  *Automatic 

tagging of multiword units 
*OpenNLP (Baldridge, 2002)  
*QUERTY keyboard 

*Pauses within an multiword 

unit can vary significantly, 
depending upon the cognitive 
demands of the task within 

which they were produced 

Révész et al. 

(2017)          
research report 

Experimental 

study 

*Relate L2 test-

takers`cognitive 
processes & online 
behaviours to the 

quality of the texts 
*Explore working 
memory effects 

N=30 L1 

Chinese 
university 
learners of L2 

English 

IELST Academic 

Writing task in a lab 

*Speed fluency, pauses, 

revisions, bursts  
*Lexical, syntactic, discourse 
complexity             *Inputlog  

*Automated software for 
linguistic analysis 
*Eye-tracking, stimulated recall 

*More frequent pausing 

predicted lower IELTS scores & 
less sophisticated lexis 
*More frequent pausing 

between sentences predicted 
lower syntactic complexity 
(greater strucutral similiraity & 

shorter t-units) 
*More higher-order revisions 
predicted more sophisticated 

lexis. 
 

Medimorec & 
Risko (2017) 
journal article 

Experimental 
study 

Explore the relation 
between pauses &  
lexical textual 
features while 
controlling for 

N =101 
university 
students; fluent 
English speakers 

Narrative & 
argumentative tasks; 
timed writing (50 
min) 

*Pause analysis         *Lexical 
sophistication, lexical 
diversity, sentence length  
*Inputlog                         
*Coh-metrix (Graesser et al. 

*Increased pause rates at 
word & sentence boundaries 
related to decreased word 
frequency & 
increased sentence length 
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transcription fluency 
and genre 

2004) respectively 
*More pausing in 
argumentative texts 

Bowen (2019) 
journal article 

Explorative 
quantitative case 
study  

Examine linguistic 
content of 
dynamically 
unfolding revisions 

N=2 L1 English 
university 
students 
(females; age 19) 

N=4 argumentative 
essays  

*Revisions                          
*Thematic text analysis  
*Linguistic text analysis 
(clause, phrase, word, 
morpheme)               *Inputlog 
  

Noun group was the most 
commonly revised structure 

Leijten et al. 
(2019)            
book chapter 

Quasi-
experimental 
exploratory study 

Explore the 
possibilities of 
linguistic analysis of 
keystroke logging 
data in L1 & L2 
writing 

N=18 L1 Dutch 
master students 
mean age 22; B2 
level of L2 
English 

Knowledge-telling 
task in L1 Dutch & 
L2 English;   2 min 
for planning, timed 
writing in the lab 
with Inputlog 

*Pause analysis      
*S-notation            *Revisions  
*Number & length of bursts 
*Fluency measures           *Part 
of speech tagging, word length 
& frequency         * Inputlog 
 
 

*Longer p-bursts, longer texts  
& more fluent production in L1 
Dutch                                         
* Longest pauses before nouns 
& conjunctions; shorter before 
adjectives *Higher variation in 
pause length before different 
word categories in L2 English 
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Kerz et al. (2020) 

conference 
proceedings 

Corpus-analysis 

study 

Relate behavioral  

writing data to 
indices of syntactic 
& lexical complexity 

of L2 texts 

N= 512 L1 

German 
university 
students; upper 

intermediate-
advanced L2 
English learners 

 N=3,454 texts of 

reflective writing 
(learning journals) 

*Fluency measures  

*Pauses                        
*Revisions                      
*Syntactic complexity 

(e.g.,clauses per sentence), 
lexical diversity & 
sophistications (syntactic 

complexity)  
*Etherpad (www.etherpad.org)  
*Sliding window approach 

(Ströbel et al. 2016) 

*Higher syntactic complexity 

in more fluent L2 writing 
production                                 
*Sentence production time 

affected by syntactic 
complexity & lexical diversity 
*Increased cognitive effort 

associated with higher 
lingüístic complexity and 
drp`s in fluency 

Mahlow et al. 
(2024) journal 
article 

Small-scale 
exploratative 
study 

Linguistic modeling 
of writing process  

N=7 subjects (4 
male, age range 
34-62), L1 
German, 
academic 
background 

*Retelling task based 
on 2-minute video, 
in L1 German 
(writing time: 
approx. 10 minutes; 
mean text length: 
196 words)                 

*Text history  
*Sentence history  
*Combined raw keystroke 
logging data with NLP tools to 
supplement the analysis with 
morphosyntactic & syntactic 
annotations            *Text 
History Extraction Tool 
(THEtool) 
*Scriptlog ( Strömqvist & 

Karlsson, 2002) 

*Complex pattern of revision 
behaviors (e.g., writers can 
switch production mode even 
mid-word, do not necessarily 
choose complete syntactic 
constituents as the targets for 
revision, etc.)  
*Modeling of written text 
production from the 
perspective of linguistic 

structures should be done 
beyond the word level 

 


